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2 1. How is reliability of surveys established? How is survey validity established? How is external validity of survey research established?


It is important for survey instruments to be reliable.  That is, if a participant took the survey on two different occasions, a reliable survey would produce the same results both times.  To establish reliability, multiple questions addressing the same topic are included on the survey. One statistical measure of internal reliability is Cronbach’s.  Cronbach’s alpha basically splits the response set in half (e.g., comparing even items to odd items) and determines how far the results deviate from randomness. This is actually split-half reliability – the same principle as Cronbach’s, a little simpler. The closer Cronbach’s alpha is to 1.0, the higher the internal reliability of the survey instrument.  An alpha of .9 or higher is considered ideal.

External validity of a survey can be established in two ways.  For individual surveys, using a random sample of the population is one way to establish external validity.  For example Repie (2005) used a random national sample that included teachers from all 50 states and the District of Columbia.  A second way to establish external validity is through research synthesis, where the results of multiple studies on the same topic are compiled and analyzed as a whole.  In one example, Scruggs and Mastropieri (1996) synthesized the results of 28 survey investigations focused on general education teachers’ perceptions of inclusion. Exactly. Thank you
2. Describe the problems of using multiple statistical tests on related data (e.g., individual survey items), and ways these problems can be addressed. 


One problem of using multiple statistical tests on related data is that you may find significant results, but those results may be due purely to chance.  For example, imagine that results of 40 items on a survey are analyzed individually (pair-wise), and 5 significant results at the p = .05 level are found among the 40 items. Statistically speaking, on 40 items at the p = .05 level, one would expect to find 2 significant results just by chance.  If 2 of the 5 significant results would have been found simply by chance, the researcher cannot say with any confidence which of the results obtained are by chance and which are statistically significant. Well stated

To address this problem, the researcher can use a “family-wise” error rate.  A family-wise error rate uses a more stringent significance level when analyzing individual items within a group of data.  In this example, instead of setting significance at p = .05, the researcher would set significance at p = .001 for the individual analysis of the 40 items.  Take together the 40 p = .001 values would add up to an overall significance level of p = .05 (i.e., .001 x 40 items = .05).  Bonferroni’s procedure Using this family-wise error rate, the researcher can be confident that any significant result were not obtained simply by chance. Another option is don’t do item level comparisons on surveys – analyze on scale or subscale level. 
2 3. Describe the limitations of survey research.


There are several limitations to survey research.  The first is an issue with responders vs. non-responders.  Even though a survey may be sent out to a random sample of the population, those who respond (as compared to those who do not respond) may not really be random.  For instance, for a survey of teacher practices in literacy instruction, it may be that only teachers who feel they are strong reading teachers will respond to the survey.  Therefore, the results will not reflect the practices of the population of reading teachers as a whole.  Instead it will only reflect the practices of reading teachers who feel confident that they are good reading teachers, which is not the purpose of the survey.


Another limitation of survey research is its low ‘questionable’ might be better here validity on affective questions.  That is, when people are asked to rate their “feelings” or “attitudes” about a topic using a Likert scale, their responses may not reflect their true feelings or attitudes.  For example, if a survey question reads, “Encouraging elementary-age students to participate in their IEP meetings helps build self-advocacy skills,” and a teacher is asked to indicate her agreement on a scale of 1 to 5 (1=strongly disagree, 5=strongly agree), the number she selects would not tell you that the teacher thinks that upper-elementary students should be encouraged to participate in their IEPs, but that participation in IEP meetings actually harms the self-esteem of less mature students. 

A third limitation of surveys is that they are heavily dependent on participants’ memories and motivations.  Rather than having an objective observer rate measurable behaviors, surveys ask individuals to rate their own behaviors or attitudes.  People’s self-ratings may reflect their intentions rather than their actual behaviors (e.g., when asked how often they exercise), they may respond in the way that is most socially appropriate (e.g., when asked about frequency of alcohol use), or they may not remember information accurately (e.g., in the past six months, how often have you . . . . ).

2 4. List and describe several special education research questions that are appropriate for survey research.


Survey research is helpful for studying the feelings, attitudes, and beliefs of a population.  While feelings, attitudes, and beliefs can be explored through other research methodologies (e.g., qualitative research designs), surveys allow findings to be generalized to a larger population because information is gathered from a large, random sample of the population under study.  Examples of survey research questions that explore such perceptions include:

· What are parents’ perceptions of the early intervention supports and services provided by the state?

· What are special education teachers’ beliefs about the necessity, usefulness, and practicality of alternative forms of assessment for students with disabilities on state-wide accountability tests?

Survey research is also useful for collecting programmatic or descriptive data that can be used to generalize to a larger population.  Such data is often helpful for informing education policy and identifying research needs.  Examples of survey research questions of this type include:

· What are the participation rates of students with disabilities in extra curricular activities both at school and within the larger community?

· What types of  and intensity of professional development is provided to first year special education teachers by their school districts?

2 5. Compare and contrast experimental and quasi-experimental research, and give examples of each from special education research.


Experimental research involves random assignment of participants to treatment and control conditions.  It is considered the most rigorous research design because random assignment controls for many threats to internal validity.  An example of an experimental research study in special education is a study by Neal et al. (2003) that randomly assigned teachers to groups to view videotapes of white and African American males with different styles of walking.


Like experimental research, quasi-experimental research groups participants into two conditions – treatment and control.  Unlike experimental research, however, quasi-experimental research does not use random assignment of participants to conditions.  This is common in educational research where students are already grouped into classes by the school and cannot be regrouped randomly for purposes of the research study.  In one example, Simpkins, Mastropieri and Scruggs (in press) studied the effects of differentiated activities in in-tact fifth grade classes. Another reason quasi-experimental research is common in educational research is because participants may be studied due to their membership in a group that cannot be randomly assigned.  For example, Nougaret, Scruggs and Mastropieri (2005) studied classroom instruction of teachers who were traditionally licensed and teachers who were provisionally licensed – groups to which the teachers could not be randomly assigned. Good answer
2 6. Describe inferential statistics, and provide examples.


Inferential statistics are used to determine whether results of a study, in the case of special education research, have occurred by chance or whether they are the result of some underlying phenomenon (e.g., having received an intervention, being part of a particular teacher group). Inferential statistics allow you to say, with a certain amount of confidence, that results obtained were not by chance.  For example, a p = .05 level is commonly used in educational research.  This means that there is a 5% chance that the results occurred because of chance.  Conversely, this means that there is a 95% chance that the results did not occur by chance.  A more stringent probability level, such as p = .01, can be used if the researcher deems it is more appropriate for the type of research being conducted.


One common inferential statistic used is a t test.  A t test is used to compare two sets of scores. These two scores can be pre- and post-test scores from one group of participants, or can be scores from two different groups of participants. A t = 2.0, p = .05 (generally significant, given sufficient df)  is typically considered to be strong findings. 

Another common inferential statistic is the analysis of variance (ANOVA).  This test is used when there are more than two groups of participants.  For example, an ANOVA would be used if a study had one control and two treatment groups, or if results were being analyzed for regular education, special education, and ELL students separately.  An F= 4.0, p = .05 (generally significant, given sufficient df) is considered good.  If one finds a significant result from an ANOVA, post hoc tests (e.g., Tukey test) to determine which of the three groups had statistically significant differences.

2 7. Describe internal validity, external validity, and the problem of induction.


Internal validity refers to whether a research design measures what it is intended to measure.  If one is studying the effects of the use of graphic organizers on reading comprehension, for example, the researcher would want to ensure that any improvement in students’ reading comprehension was, in fact, due to the use of the graphic organizer and not due to some other factor (e.g., teacher enthusiasm, or students’ decoding skills).  To make sure that a study has internal validity, then, great care is taken to design the study to control for any other factors that might influence comprehension.  External validity, on the other hand, refers to the degree to which findings from one study can generalize to other settings or other people.  


“Induction” refers to the assigning of causal relationships based on repeated observations.  The more two events are observed as happening together, the more likely we are to assume that one causes the other.  For example, the more often we observe that students who use graphic organizer do better on reading comprehension tests, the more likely we are to assume that graphic organizers improve reading comprehension.  In fact, if we see the two happening together often enough, we will assume that if a student uses graphic organizers his or her reading comprehension will improve, even if there is no causal relationship between the two.  In research, the problem of induction is figuring out how to synthesize information across a variety of individual studies to determine the effects of an intervention.

2 8. What are major threats to internal validity of group-experimental research, and how these can be addressed? How is external validity established?


Some of the major threats to internal validity are history, maturation, and regression.  History refers to the amount of time that passes between pre- and post-testing, and all the events that could occur that could impact the study results.  For instance, on the writing intervention research project I worked on this year, our persuasive writing intervention lasted four months.  During that time, there may have been events other than our intervention that may have influenced students’ writing.  For example, perhaps the students’ language arts teacher taught them how to write informational essays or research papers. The extra instruction on the structure of the essays and the extra writing practice may have made our persuasive writing intervention appear more effective than it really was.  One way to address this problem would be to make sure that both the control and experimental groups have similar experiences throughout the course of the study (e.g., students in both treatment groups wrote a research paper in language arts class), with the exception of the treatment activities.  


The second major threat to internal validity, maturation, refers to the fact that people change over time, and some of the gains seen between pre- and post-test may have been seen anyway as participants developed and matured.  In the writing example, we gave students a writing fluency pre-test – the Woodcock Johnson III Writing Fluency subtest – in September.  We gave students the same subtest again in February.  One would expect students to perform better in February simply do due to maturation, even if they had not participated in the persuasive writing intervention.  Having students who are at the same age in both the treatment and control conditions would provide some assurance that students in both conditions would generally be maturing in the same ways over the course of the study.


Regression is the third major threat to internal validity.  Regression refers to the fact that extreme scores tend to regress toward the mean on subsequent administrations of the dependent measure.  Therefore, a student groups, actually who tests very low at pretest selected for low pretest scores would naturally have a higher score if he was given the test again due to regression toward the mean.  Conversely, a student who had an extremely high score at pretest is likely to have a lower score at post-test simply due to regression to the mean.  Selecting participants who do not represent extremes (e.g., someone with a very low or very high IQ) would help guard against this problem. Actually, random assignment also takes care of this one, as both groups would be assumed to be similarly affected by regression. 

External validity can be established by replicating research procedures with a different population of students or in a different setting, and obtaining similar results.  Research synthesis is a powerful tool for establishing external validity because it allows all primary studies on a particular intervention to be analyzed together to determine an intervention’s effect across a variety of settings and participants.

2 9. Describe the assumptions of the analysis of variance, and list the two most significant assumptions. What can be done when data do not meet these assumptions?

There are at least three assumption of the analysis of variance.  The first assumption is homogeneity of variance.  That is, it is assumed that there is a similar amount of variance in the scores of the groups being compared.  Second, independence of observations is assumed, meaning that there is nothing that affected the scores of all students in the group.  For example, if students are tested in a class situation, the fact that they are all tested after lunch or the fact that the air conditioning has not been turned on in the room may affect the scores of everyone in the group.  If students are tested individually, it is not such a problem if testing conditions impact a student’s performance because it is just one student being affected.  The third, less-important assumption of the ANOVA is that the scores represent a normal distribution. 


When data do not meet these assumptions, particularly the assumptions of homoskedasticity and independence of observations, several approaches can be taken.  One approach is to compare students’ scores at post-test on items that were targeted during the intervention to scores on items that were not targeted during the intervention.  If there is a difference between students’ performance on taught and non-taught items, then one could make the argument that difference is due to the intervention.  This was the approach taken by Mastropieri et al. (2003) in an peer tutoring intervention study in a 10th grade history class, yes to address in part the independence problem. For heterogeneity, transformations (e.g., arcsin or square root)  or nonparametric tests. 

A second approach to take when data do not meet the assumptions of an ANOVA is to treat classrooms as nested within the condition (independence). A third approach would be to look at student types within each condition.  For example, Saenz, Fuchs and Fuchs (2005) looked at a limited number of high, medium, and low achieving students and students with LD within each classroom, and analyzed data using the teacher as the unit of analysis in their study of the effects of PALS on the reading performance of students who are English language learners.

2 10. What are ceiling and floor effects, and why may these lead to invalid conclusions from inferential statistical tests? Why may this be a particular problem in special education research? How can such data be analyzed appropriately?


Ceiling effect refer to the situation when most participants have very high scores, not because everyone is really smart, but because the measurement instrument did not provide enough range of questioning to detect differences among participants.  Conversely, a floor effect occurs when most participants have very low scores because the measurement instrument is too difficult for participants.  Floor and ceiling effects may lead to invalid conclusions from inferential statistics because they do not meet the assumption of inferential statistics that scores have a normal distribution.  This can be a particular problem in special education research because we are often dealing with student populations who have limited background knowledge and skills.  For example, if there is a floor effect, and everyone scores poorly on a measure, we do not have a good measure of what students do know, and do not have enough sensitivity in the instrument to pick up degrees of improvement.  When floor and ceiling effects are present, data can be analyzed using non-parametric statistics such as the Mann-Whitney U test.  Unlike parametric statistics, non-parametric statistics do not assume a normal distribution of scores.   Well stated
2 11. Describe “unit of analysis” and the importance of its consideration in special education research. 


The unit of analysis is the level at which data is are analyzed.  In special education research, for example, data can be analyzed at the individual student level or at the group/classroom level.  Unit of analysis is an important consideration in special education.  On one hand, there are relatively few students in special education.  Therefore, analyzing data at the individual student level would be useful because there would be larger numbers of data units to analyze, thereby increasing statistical power.    

On the other hand, analyzing data at the individual level is problematic in classroom situations because of issues with independence of observations, particularly for studies that are conducted over a short amount of time.  For example, in the Neal et al. (2003) study, groups of teachers viewed videos together in an after-school professional development situation.  In that type of situation, participant interactions and the time of day impact all members of the group, calling into question the independence of observations.  I suspect (but don’t know) that this may have influenced their findings. In that case, the treatment is confounded by the classroom.  When this happens, the classroom should be used as the unit of analysis.  The problem for special education researchers, however, is accessing the large number of classrooms needed to have sufficient statistical power to be able to find statistically significant results.

2 12. What are ways of dealing with interventions in intact groups such as special education classrooms? 


Often in special education research, researchers must provide interventions to intact groups, such as classrooms. In these situations, random assignment to conditions is not possible. Without random assignment, one cannot assume that the treatment and control groups are the same.  Therefore, data must be analyzed differently than it might be for students in experimental studies.  One way to analyze data of intact groups is to use gain scores.  That is, instead of using a post-test score, the difference between the post-test and pre-test scores–gain scores – are used. Another option would be to use the pre-test as a covariate to control for the differences between groups. 


One could also use a crossover design to control for differences between treatment and control groups.  With a crossover design, students in the treatment condition are being compared to their own performance in the control condition.  Simpkins et al. (in press) used a crossover design in their study of the effects of differentiated activities on the science performance of fifth grade students.  Students in classes 1 and 3 received the treatment condition during the Earth and Space unit, while students in class 2 acted as the control.  For the Light and Sound  unit, the conditions were reversed, with classes 1 and 3 in the control condition and class 2 in the treatment condition. Good answer
13. What problems are associated with the use of preexisting groups in quasi-experimental research, and how can these problems be addressed? 


Using pre-existing groups in quasi-experimental studies poses substantial threats to internal validity.  While a true experiment uses random assignment of participants to treatment groups to ensure that groups are equivalent, using pre-existing groups such as students with LD necessarily makes the groups dissimilar.  For example, Nougaret, Scruggs and Mastropieri (2005) looked at two pre-existing groups of first-year teachers – those who had completed traditional teacher preparation programs and those who were provisionally licensed. One way to address this problem would be to match participants in both groups on other characteristics, such as gender or IQ score.  Nougaret et al. (2005), for instance, had roughly the same number of elementary teachers in the traditional and nontraditional groups, roughly the same number of middle school teachers in the two groups, and roughly the same number of high school teachers between the two groups.  Another good answer!!
14. Describe and provide an example of an interaction effect in a two-way factoral design, and how it might be interpreted.


An interaction effect occurs when an intervention impacts one group differently than another group.  For example, imagine a study that looked at examined the effect of whole language instruction (control) vs. phonics instruction (treatment) on the performance of general education and special education students. Some argue that control always means no treatment and therefore you should say treatment vs. comparison. I don’t think it matters much as long as your description is clear. Suppose that the results of the study showed that general education students outperformed their special education peers in the whole language control condition, but the special education peers outperformed the general education peers in the phonics condition.  There would be a significant interaction effect because the two groups benefited differently from the intervention.


Interaction effect are often displayed on graphs to easily see the interaction.  On such graphs, time of measurement (e.g., pre-test, post-test) is plotted on the x-axis, and dependent measure score is plotted on the y-axis.  Then, one line is drawn for the scores of the control group, and one line is drawn for the scores of the treatment group.  If the two lines cross, there is an interaction effect.  If there was no interaction effect, the lines would be parallel.  This would indicate that both groups of students benefited similarly from the intervention. And another!
15. List special education research questions appropriate to group-experimental and quasi-experimental research.
· What are the effects of a peer-revision writing strategy on the writing quality of special education and general education students in general education classrooms?

· This research question is appropriate for group experimental and quasi-experimental studies because it takes a research-supported instructional strategy (i.e., peer-mediated learning) and applies it to a new curricular area where there is little empirical research (i.e., revision) within a context that is a priority for the field of special education (i.e., inclusive settings).

· What are the differential effects of self-regulated strategy development on the writing self-efficacy of students with LD, students with EBD, and students without disabilities?

· This research question is appropriate for quasi-experimental research because it addresses the characteristics of different pre-existing groups of students – that is, the ability of an intervention to impact students’ self-efficacy perceptions – which has implications for instruction across content areas. 
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